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Part 1. Introduc-on & Background
- Time series and language modeling
- Multimodal large language models
- Large language models for time series data
- Model reprogramming

3Monash University



• What are time series?

Introduction

4https://www.investopedia.com/terms/t/timeseries.asp
Enev, M., Takakuwa, A., Koscher, K., & Kohno, T. (2016). Automobile Driver FingerprinHng. Proc. Priv. Enhancing Technol., 2016(1), 34-50.
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• What are time series?

Introduction

5
https://www.mongodb.com/basics/time-series-data-analysis
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• What is language modeling?

Introduction

Monash University 6
https://lena-voita.github.io/nlp_course/language_modeling.html
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• What is language modeling?

Introduction
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• What are large language models?

Introduction

Monash University 9
hPps://medium.com/@shwethamhiregowdar/large-language-models-what-they-are-and-why-they-maPer-f83cb1f6f3f5
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• MulDmodal large language models

Introduction

Monash University 10https://next-gpt.github.io/

https://huyenchip.com/2023/10/10/multimodal.html
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• Multimodal large language models

Introduc-on

Monash University 11
https://arxiv.org/pdf/2310.09751.pdf

How time series analysis benefits
from the recent advances of LLMs?

LLMs

Example of TS forecas/ng
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Introduc-on
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Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.
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14

Introduction

Monash University 14
Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.



15

Introduction

Monash University 15
Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.



16

• Across a myriad of time series analytical domains, the integration of time series and LLMs demonstrates
potential in solving complex real-world problems

Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.
Monash University
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• Across a myriad of >me series analy>cal domains, the integra>on of )me series and LLMs demonstrates
poten>al in solving complex real-world problems

e.g., Time-LLM

Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.
Monash University
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• Across a myriad of time series analytical domains, the integration of time series and LLMs demonstrates
potential in solving complex real-world problems

What we
have not
solved yet

Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.
Monash University
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• Illustration of different adaptation techniques when repurposing/developing large language and other
foundation models for time series data

Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.
Monash University
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• Illustra>on of different adapta)on techniques when repurposing/developing large language and other
founda)on models for >me series data

Time series foundation models, e.g.,
moirai and timesFM

Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). PosiHon Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.
Monash University
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• Illustration of different adaptation techniques when repurposing/developing large language and other
foundation models for time series data

e.g., LLMTime

Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.
Monash University
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• Illustra>on of different adapta)on techniques when repurposing/developing large language and other
founda)on models for >me series data

e.g., Time-LLM

Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.
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• A broad picture

Introduc-on

23Jin, M., Wen, Q., Liang, Y., Zhang, C., Xue, S., Wang, X., ... & Xiong, H. (2023). Large models for Hme series and spaHo-temporal data: A survey and outlook. arXiv preprint arXiv:2310.10196.

Liang, Y., Wen, H., Nie, Y., Jiang, Y., Jin, M., Song, D., ... & Wen, Q. (2024). Foundation models for time series analysis: A tutorial and survey. arXiv preprint arXiv:2403.14735.



Part 2. Time-LLM
- Motivation (Conceptual designs)
- Model architecture & Highlights
- Our main results

24Monash University
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Motivation
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https://arxiv.org/pdf/2310.09751.pdf
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• Reprogramming makes LLMs instantly ready for time series tasks

LLM
7B/13B/33B/65B

Parameters

Analytic Tasks

Reprogrammer

Input Time Series

e.g., forecasting

We keep pretrained LLMs intact and only fine-
tune reprogrammer to achieve certain alignments

⚙ Reprogramming ≈ Adapta)on + Alignment

Adapta)on makes LLMs to understand how to
process the input >me series data → Breaking
domain isola>on and enabling knowledge sharing

Alignment further eliminates domain boundary to
facilitate knowledge acquiring
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Motivation
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• Reprogramming makes LLMsmore powerful for Dme series tasks

e.g., forecasting

Re
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LLM
7B/13B/33B/65B

Parameters

Analytic Tasks

Reprogrammer

Input Time Series We keep pretrained LLMs intact and only fine-
tune reprogrammer to achieve certain alignments

⚙ Reprogramming ≈ Adapta)on + Alignment

Adapta)on makes LLMs to understand how to
process the input >me series data → Breaking
domain isola>on and enabling knowledge sharing

Alignment further eliminates domain boundary to
facilitate knowledge acquiring

Prompts



Figure: Schematic illustration of reprogramming LLMs in comparison of (a) task-specific learning and (b) model fine-tuning

• Task-specific learning: Most time series forecasting models are crafted for specific tasks and domains (e.g., 
traffic prediction), and trained end-to-end on small-scale data. 

• In-modality adapta)on: A typical example is the >me series pre-trained models (TSPTMs)

• Cross-modality adapta)on: Transferring the knowledge from powerful pre-trained source founda>on
models to perform target tasks via model fine-tuning or reprogramming

Mo-va-on
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TL;DR Domain expert knowledge & Task
instructions + Reprogrammed input time
series = Significantly better forecasts

Unlocking the LLM’s ability for time series

Cross-modal Adaptation:

Cross-modal Alignment:

Architecture

28Monash University



TL;DR Domain expert knowledge & Task
instructions + Reprogrammed input time
series = Significantly better forecasts

Unlocking the LLM’s ability for time series

Cross-modal Adaptation:

Cross-modal Alignment:

Architecture

• Patch Reprogramming: we reprogram TS
patch embeddings into the source data 
representa>on space to align the modali>es 
of >me series and natural language to 
ac>vate the backbone’s >me series 
understanding and reasoning capabili>es.29Monash University



TL;DR Domain expert knowledge & Task
instructions + Reprogrammed input time
series = Significantly better forecasts

Unlocking the LLM’s ability for time series

Cross-modal Adaptation:

Cross-modal Alignment:

Architecture

• Prompt-as-Prefix: natural language-based
prompts (e.g., domain knowledge & task
instruc>ons) can act as prefixes to enrich
the input context and guide the
transforma>on of reprogrammed TS patches

30Monash University



Architecture

• Patch reprogramming: Text prototypes learn connecting language cues, e.g., “short up” (red lines) and
“steady down” (blue lines), which are then combined to represent the local patch information (e.g., “short up
then down steadily” for characterizing Patch 5)

31Monash University



Architecture

• Prompt-as-Prefix is proposed to enrich the input context and guide the
transforma>on of reprogrammed >me series patches

• Prompt-as-Prefix is more desired in >me series forecas>ng compared to Patch-as-Prefix
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Architecture

• In this prompt template, < > and < > are task-specific configura>ons and calculated input sta>s>cs

• In prac>ce, there are much more possibili)es in bringing >me series and the related textual contexts
(that are prompts) together

33Monash University



Main Results

• We note average performance gains of 12% and 20% over GPT4TS (OFA) and TimesNet, respectively

• When compared with the SOTA task-specific Transformer model PatchTST, by reprogramming the 
smallest Llama, Time-LLM realizes an average MSE reduction of 1.4%

• Relative to the other models, e.g., DLinear, our improvements are also pronounced, exceeding 12%

34Monash University



Main Results

• Time-LLM consistently surpasses all baselines, outperforming GPT4TS (OFA) by 8.7%

• Time-LLM remains competitive even when compared with the SOTA model, N-HiTS, w.r.t. MASE and OWA

35Monash University



Main Results

• In the realm of 10% few-shot learning, our methodology realizes a 5% MSE reduc>on in comparison to 
GPT4TS (OFA) , without necessita>ng any fine-tuning on the LLM. In rela>on to recent SOTA models such 
as PatchTST, DLinear, and TimesNet, our average enhancements surpass 8%, 12%, and 33% w.r.t. MSE

36Monash University



Main Results

• Analogous trends are discernible in the 5% few-shot learning scenarios, where our average advancement 
over GPT4TS exceeds 5%. When compared with PatchTST, DLinear, and TimesNet, TIME-LLM manifests a 
striking average improvement of over 20%

37Monash University



Main Results

• Time-LLM consistently outperforms the most compe>>ve baselines by a large margin, over 14.2% w.r.t. 
the second-best in MSE reduc>on.

• Considering the few-shot results, we observe that reprogramming an LLM tends to yield significantly befer 
results in data scarcity scenarios

38Monash University



Main Results

• Language model variants: The scaling law retains after the LLM reprogramming. We adopt Llama-7B by
default and it indeed surpasses its 1/4 capacity variant (A.2) by 14.5%. Also, an average MSE reduction of
14,7% is observed over GPT-2 (A.3), which slightly outperforms its 1/2 capacity variant (A.4).

• Cross-modality alignment: (1) we find that the alignment is crucial (see B.1 and B.2); (2) domain knowledge
and task instructions are both valuable (C.1-C.3) and can be integrated via Prompt-as-Prefix (PaP)

39Monash University



Main Results

• Reprogramming efficiency: (1) our reprogramming network is lightweight in ac>va>ng the LLM’s ability for
>me series forecas>ng (see D.3 -- i.e., fewer than 6.6M trainable parameters; only around 0.2% of the
parameters in Llama-7B) (2) this is favorable even compared to parameter-efficient fine-tuning (PEFT; Tab. 17)

40Monash University



Main Results

• Reprogramming interpretation: Here we provide a showcase on ETTh1
of reprogramming 48 TS patches with 100 text prototypes

• The top 4 subplots visualize the optimization
of reprogramming space from (a) randomly-
initialized to (d) well-optimized

We find only a small set of prototypes
(columns) par>cipated in reprogramming
the input patches (rows), see subplot (e)

Also, TS patches undergo different
representa>ons through varying
combina>ons of prototypes

Text prototypes learn to summarize
language cues, and a select few are highly
relevant for represen>ng informa>on in
local TS patches, which we visualize by
randomly selec>ng 10 in subplot (f)

TS patches usually have different
underlying seman>cs, necessita>ng
different prototypes to represent

Observations

Interpretations

41Monash University



Time-LLM: Summary

• Time-LLM shows promise in adap>ng frozen LLMs for >me series forecas>ng by reprogramming >me
series data into natural language representa>on space more natural for LLMs and providing natural
language guidance via Prompt-as-Prefix to augment reasoning

• Our evalua>ons demonstrate the adapted LLMs can significantly outperform many specialized expert
models, indica>ng their poten>al as effec>ve >me series machines

• We provide a novel insight that >me series forecas>ng can be cast as yet another “language” task that
can be tackled by an off-the-shelf LLM to simply achieve or match SOTA performance

• We are the first to achieve “multimodal augmented time series forecasting” – We can even do more
with the Prompt-as-Prefix!

42Monash University



Part 3. Related Work & Prospects
- Other representa=ve related works
- What’s next?

43Monash University



LLM-related Work: GPT4TS (OFA)

Zhou, T., Niu, P., Wang, X., Sun, L., & Jin, R. (2023). One Fits All: Power General Time Series Analysis by Pretrained LM. arXiv preprint arXiv:2302.11939.
44Monash University



LLM-related Work : LLMTime

Gruver, N., Finzi, M. A., Qiu, S., & Wilson, A. G. (2023, November). Large Language Models Are Zero-Shot Time Series Forecasters. In Thirty-seventh Conference on Neural InformaHon Processing Systems.
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LLM-related Work: LLMTime
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LLM-related Work: AutoTimes

Liu, Y., Qin, G., Huang, X., Wang, J., & Long, M. (2024). AutoTimes: Autoregressive Time Series Forecasters via Large Language Models. arXiv preprint arXiv:2402.02370.
49

• Next token predic>on

• More precise token-
wise promp>ng

• Overall, this is another 
step forward compared 
to Time-LLM
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LLM-related Work: AutoTimes
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• Across a myriad of >me series analy>cal domains, the integra>on of )me series and LLMs demonstrates
poten>al in solving complex real-world problems

What we
have not
solved yet

Jin, M., Zhang, Y., Chen, W., Zhang, K., Liang, Y., Yang, B., ... & Wen, Q. (2024). Position Paper: What Can Large Language Models Tell Us about Time Series Analysis. arXiv preprint arXiv:2402.02713.
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What’s Next?

### Input: <Hme series>

Mul>modal instruc>on
data for model tuning

Although we have witnessed great success of pre-
trained models in NLP and CV, limited progress has
been made for powerful general time series analysis…

Q: Can we just simply prompting a
reprogrammed LLM to perform various
general time series analytical tasks?🤔

Pre-trained LLM

Task 1 Task 2 …

Reprogrammed-TuningUtilization

…

<START> Below are some examples and an instruction
to describe the task. Generate a response that
appropriately completes the request

### Instruction: Given the past 6 hours traffic volume,
forecast next hour’s volume

ICL Queries

### Input: <time series>

Reprogrammed Multimodal LLM

(Support various TS tasks
without retraining)

### Response: {32, 30, 28, 26}

### Response: <END>

### Input: <time series>

<START> Below are …

### Instruction: Given a patient’s ECG, classify whether
it is atrial fibrillation
### Input: <time series>
### Response: YES

### Response: <END>

Arial Fibrillation
Normal EGC

…

Forcasts

ClassificationReprogrammer

### Domain: <expert knowledge>

### Domain: <expert knowledge>
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(e.g., Q&A)
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Thank you 
hfps://mingjin.dev/🤗


